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Abstract: In image classification, merging the opinion of several human experts
is very important for different tasks such as the evaluation or the traitmaged,

the ground truth is rarely known before the scene imaging. We propersedif-
ferent models in order to fuse the informations given by two or moregspThe
considered unit for the classification, a small tile of the image, can cont&imio
more kind of the considered classes given by the experts. A secohbepr that

we have to take into account, is the amount of certainty of the expert haadb
pixel of the tile. In order to solve these problems we define five models icahe

text of the Dempster-Shafer Theory and in the context of the Dezear&@rdache
Theory and we study the possible decisions with these models.

Keywords: Experts fusion, DST, DSmT, image classification.

I ntroduction

Fusing the opinion of several human experts, also knownessxperts fusion problem,
is an important question in the image classification field ey few studied. Indeed,
the ground truth is rarely known before the scene has beeageidh@onsequently, some
experts have to provide their perception of the images ierotal train the classifiers
(for supervised classifiers), and also to evaluate the inctagsification. In most of
the real applications, the experts cannot provide therdiffeclasses on the images
with certitude. Moreover, the difference of experts peticgys can be very large, and
so many parts of the images have conflicting information. rébg only one expert
reality is not reliable enough, and experts fusion is required.

Image classification is generally done on a local part of thage (pixel, or most
of the time on small tiles of.g. 16x16 or 32<32 pixels). Classification methods can
usually be described into three steps. First, significaattfes are extracted from these
tiles. Generally, a second step in necessary in order taceethese features, because
they are too numerous. In the third step, these featuresieea {p classification
algorithms. The particularity in considering small tilesimage classification is that
sometimes, more than one class can co-exist on a tile.
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112 Human Experts Fusion for Image Classification

An example of such an image classification process is sedlagdaterization. This
serves many useful purposesghelp the navigation of Autonomous Underwater Ve-
hicles or provide data to sedimentologists. In such songlicgtions, which serve as
examples throughout the paper, seabed images are obtaitiechany imperfections
[1]. Indeed, in order to build images, a huge number of plalsiata (geometry of the
device, coordinates of the ship, movements of the sona}, &te taken into account,
but these data are polluted with a large amount of noisesdamg instrumentations.
In addition, there are some interferences due to the sigaatltng on multiple paths
(reflection on the bottom or surface), due to speckle, andalfsina and flora. There-
fore, sonar images have a lot of imperfections such as ingio&cand uncertainty;
thus sediment classification on sonar images is a difficdblem. In this kind of
applications, the reality is unknown and different expega propose different clas-
sifications of the image. Figure 1 exhibits the differencesmMeen the interpretation
and the certainty of two sonar experts trying to differetthe type of sediment (rock,
cobbles, sand, ripple, silt) or shadow when the informat&omvisible. Each color
corresponds to a kind of sediment and the associated dgrtafithe expert for this
sediment expressed in term of sure, moderately sure ancurmt $hus, in order to
learn an automatic classification algorithm, we must take &ccount this difference
and the uncertainty of each expert. For example, how a titecK labeled asot sure
must be taken into account in the learning step of the classifid how to take into
account this tile if another expert says that it is sand? Beioproblem is: how to take
into account the tiles with more than one sediment?

50 100 150 200 250 300 350 400 450 500 550 500 550

Figure 1: Segmentation given by two experts.

Many fusion theories can be used for the experts fusion irgénaassification
such as voting rules [2, 3], possibility theory [4, 5], b&fienction theory [6, 7]. In our
case, experts can express their certitude on their peocepis a result, probabilities
theories such as the Bayesian theory or the belief functienryy are more adapted.
Indeed, the possibility theory is more adapted to imitateithprecise data whereas
probability-based theories is more adapted to imitate theedain data. Of course
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both possibility and probability-based theories can iteitmprecise and uncertain data
at the same time, but not so easily. That is why, our choicernslgcted on the belief
function theory, also called the Dempster-Shafer theo&TJ6, 7]. We can divide the
fusion approach into four steps: the belief function mottet, parameters estimation
depending on the model (not always necessary), the conuninatnd the decision.
The most difficult step is presumably the first one: the bdligiction model from
which the other steps follow.

Moreover, in real applications of image classification,extp conflict can be very
large, and we have to take into account the heterogeneitheftites (more than
one class can be present on the tile). Consequently, thertteamrandache Theory
(DSmMT) [8], an extension of the belief function theory, cdrbétter to our problem of
image classification if there is conflict. Indeed, consiagithe space of discernment
0 = {C1,Cy,...,C,}, whereC; is the hypothesis “the considered unit belongs to
the clasg”. In the classical belief function theory, the belief fuinets, also called the
basic belief assignments, are defined by a mapping of therset2® onto[0, 1]. The
power sek® is closed under thel operator, and) € 2°. In the extension proposed
in the DSmMT, generalized basic belief assignments are debigea mapping of the
hyper-power seD® onto|0, 1], where the hyper-power sét® is closed under botty
andn operators. Consequently, we can manage finely the conflitteoéxperts and
also take into account the tiles with more than one class.

In the first section, we discuss and present different bélietion models based
on the power set and the hyper power set. These models trysteearour problem.
We study these models also in the steps of combination ansicieof the information
fusion. These models allow, in a second section, to a geder@lission on the differ-
ence between the DSmT and DST in terms of capacity to repgreseproblem and in
terms of decision. Finally, we present an illustration of ptoposed experts fusion on
real sonar images, which represent a particularly unceeiaironment.

1 Our proposed Models

In this section, we present five models taking into accouetpbssible specificities
of the application. First, we recall the principles of the D&d DSmT we apply
here. Then we present a numerical example which illustth&egve proposed models
presented afterward. The first three models are presented aontext of the DST, the
fourth model in the context of the DSmT, and the fifth modeldthbcontexts.

Theory Bases
Belief Function Models

The belief functions or basic belief assignmentsre defined by the mapping of the
power se® onto [0, 1], in the DST, and by the mapping of the hyper-power3&t
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onto|[0, 1], in the DSmT, with :

m(P) = 0, 1)
and
> m(X) =1, 2)
Xe20
in the DST, and
> om(X) =1, 3)
XeD®

in the DSMT, whereX is a given tile of the image.
The equation (1) allows that we assume a closed world [7, &.c&h define the
belief function with only:
m(0) > 0, 4)

and the world is open [9]. In a closed world, we can add one efg¢rm order to
propose an open world.

These simple conditions in equation (1) and (2) or (1) andd®k a large panel
of definitions of the belief functions, which is one of thefidifilties of the theory. The
belief functions must therefore be chosen according torttended application.

In our case, the space of discernméntepresents the different kind of sediments
on sonar images, such as rock, sand, silt, cobble, rippldadav (that means no
sediment information). The experts give their perceptiod lbelief according to their
certainty. For instance, the expert can be moderately duris choice when he labels
one part of the image as belonging to a certain class, anddll/tdoubtful on another
part of the image. Moreover, on a considered tile, more than sediment can be
present.

Consequently we have to take into account all these aspkitts applications. In
order to simplify, we consider only two classes in the follogy the rock referred as
A, and the sand, referred & The proposed models can be easily extended, but their
study is easier to understand with only two classes.

Hence, on certain tilesd and B can be present for one or more experts. The
belief functions have to take into account the certaintyegiby the experts (referred
respectively ag4 andcg, two numbers irf0, 1]) as well as the proportion of the kind
of sediment in the tileX (referred a4 andpp, also two numbers ifo, 1]). We have
two interpretations of “the expert believes: it can mean that the expert thinks that
there isA on X and notB, or it can mean that the expert thinks that theré n X and
it can also haveB but he does not say anything about it. The first interpratatields
that hypothesed and B are exclusive and with the second they are not exclusive. We
only study the first cased and B are exclusive. But on the til&, the expert can also
provide A and B, in this case the two propositions “the expert belieésand “the
expert believes! and B” are not exclusive.
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Combination rules

Many combination rules have been proposed these last yetns context of the belief
function theory ([10, 11, 9, 12, 8, 133c). In the context of the DST, the combination
rule most used today seems to be the conjunctive consenigsugivan by [9] for all
X €29 by:

M
mX)= > J[mi), (5)

Yin..nYyu=X j=1

whereY; € 2€ is the response of the expgrtandm;(Y;) the associated belief func-
tion.

In the context of the DSmT, the conjunctive consensus rutebeused for all
X € D® andY < D®. If we want to take the decision only on the element®jrsome
rules propose to redistribute the conflict on these eleméeFite most accomplished
rule to provide that is the PCR5 given in [13] for two expens dor X € D®, X # ()
by:

T o)y )erma()
> <m1(X) (V) ma(X) £ ml(Y)) )

(6)

YeD®,
c(XNY)=0

where mi»(.) is the conjunctive consensus rule given by the equation (5),
c¢(X NY) is the conjunctive normal form ok N Y and the denominators are not
null. We can easily generalize this rule fof experts, forX € D®, X # 0 :

mpore(X) = m(X)+ (7)
M-1
o I 70.)(Yeu)
=1
domi(X)? Y i !
=1 M—-1
O v nx=o  (Ma(X)F 2 Mo (You()

=1
Yoy (1) Yo, (a-1)) E(DO)M

whereo; counts from 1 ta\/ avoidingi:
{o—i<j>=j+1 it >, ®)
M—-1
mi(X) + Z Mo, ;) (Yo,(5)) # 0, andm is the conjunctive consensus rule given by

j=1
the equation (5).



116 Human Experts Fusion for Image Classification

The comparison of all the combination rules is not the pugpafshis paper. Con-
sequently, we use here the equation (5) in the context of BiE &hd the equation (7)
in the context of the DSmT.

Decision rules

The decision is a difficult task. No measures are able to geottie best decision
in all the cases. Generally, we consider the maximum of ontbethree functions:
credibility, plausibility, and pignistic probability.

In the context of the DST, the credibility function is givesr fall X € 2° by:

bel(X)= > m(Y). (9)

Y e2X Y #D
The plausibility function is given for alk < 2© by:

pIX) = > m(Y)=0bel(®) — bel(X°), (10)
Y €29, YNX#D

whereX¢ is the complementary oX'. The pignistic probability, introduced by [14], is
here given for allX € 2°, with X # ) by:

betP(X)= Y X;|Y|1Tg()®). (11)
Y €20,V £0

Generally the maximum of these functions is taken on the efesin®, but we will
give the values on all the focal elements.

In the context of the DSMT the corresponding generalizedtfans have been
proposed [15, 8]. The generalized credibilibe! is defined by:

Bel(X) = > m(Y) (12)
YeDX
The generalized plausibility?! is defined by:
PI(X) = > om(Y) (13)
YEeD® XNY #)
The generalized pignistic probability is given for &ll € D®, with X # () is defined
by:

GPT(X)= > Wm(lf), (14)
YeD®,Y#)
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whereCa(X) is the DSm cardinality corresponding to the number of pait& an
the Venn diagram of the problem [15, 8].

If the credibility function provides a pessimist decisighe plausibility function
is often too optimist. The pignistic probability is ofterkéa as a compromise. We
present the three functions for our models.

Numerical and illustrative example

Consider two experts providing their opinion on the tHe The first expert says that
on tile X there is some rocK with a certainty equal to 0.6. Hence for this first expert
we have :py = 1, pgp = 0, andcy = 0.6. The second expert thinks that there are
50% of rock and 50% of sand on the considered Xlavith a respective certainty of
0.6 and 0.4. Hence for the second expert we hawe= 0.5, pg = 0.5, c4 = 0.6 and

cp = 0.4. We illustrate all our proposed models with this numericareple.

Model MM,

If we consider the space of discernment giverdby= { A, B}, we can define a belief
function by:

if the expert saysi:
m(A) = ca,
{ m(AUB) =1—cy,
(15)
if the expert say$8:
m(B) = ¢g,
{ m(AUB) = 1—CB.

In this case, it is natural to distribute— ¢4 and1 — cg on A U B which represent the
ignorance.

This model takes into account the certainty given by the expa the space of
discernment does not consider the possible heterogerfeite given tileX. Conse-
guently, we have to add another focal element meaning theg tire two classe$ and
B on X. In the context of the Dempster-Shafer theory, we can callfttal element
C and the space of discernment is givendy= { 4, B, C'}, and the power set is given
by 2° = {#,A,B,AUB,C,AUC,BUC,AU BUC}. Hence we can define our
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first modelM; for our application by:

if the expert saysi:

m(A) = ca,
m(AUBUC) =1—ca,

if the expert say$3:

{ m(B) = ¢, (16)
m(AUBUC)=1-cpg,

if the expert sayg”:
m(C) = pa.ca +pp-ca,
m(AUBUC)=1— (pa.ca+pp.cp).
On our numerical example, we obtain:

A|B| C |AuBUC
mp; |06 0| 0 0.4
mg | 0 | 0]05 0.5

Hence for the consensus combination for the mdde) the belief functionmn,, the
credibility, the plausibility and the pignistic probalyliare given by:

element | mig | bel | pl | betP

0 03] 010 -
A 0.3 |03 |0.5|0.5238
B 0 0 |0.2]0.0952
AUB 0 |03|0.5|0.6190
C 0.2 0.2 |04 |0.3810

AuC 0 |0.5|0.70.9048
BuUC 0 [02|04|0.4762
AuBUC | 02 |0.7]0.7 1

Where:
mi2(0) = m12(ANC) = 0.30. (17)

This belief function provides an ambiguity because the samass is put o4, the
rock, and(, the conflict. With the maximum of credibility, plausibifitor pignistic
probability this ambiguity is suppressed because thesgtitums do not consider the
empty set.

Model M,

In the first modelM;, the possible heterogeneity of the tile is taken into actoun
However, the ignorance is characterized4y B U C and not byA U B anymore, and
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classC represents the situation when the two claséesd B are onX. Consequently
AU BUC could be equal tol U B, and we can propose another modé] given by:

if the expert saysi:

{ m(A) = ca,
m(AUB) =1—cy,

if the expert say$:

{ m(B) = ¢g, (18)
m(AUB)=1-c¢g,

if the expert say¢’:
m(C) = pa.ca +pp-cs,
m(AUB)=1- (pa.ca +pB-cB)-

On our numerical example, we have:

A|B|C|AUB
m; |06 0] 0 0.4
mg | 0O | 0]05] 05

In this modelM, the ignorance is partial and the conjunctive consensus thde
credibility, the plausibility and the pignistic probalyliare given by:

element | mio | bel | pl | betP
0 05 1] 0 0 —
A 0.3 103]03]| 0.6
B 02 (02]02] 04
AUB 0 [05]05 1
c 0 0 0
AUuC 0 03|03 0.6
BuUC 0 (02|02 04
AUBUC| 0 |0.5]0.5 1
where
mi2(0) = mi2(ANC) +m2(CN(AUB)) =0.30+0.2=0.5. (19)

The previous ambiguity in/; betweenA (the rock) and) (the conflict) is still
present with a belief ofi higher thanA. Moreover, in this model the mass @his
null!

These modeld/; andM, are different because in the DST the clasde® andC
are supposed to be exclusive. Indeed, the fact that the E®t2? is not closed under
N operator leads to the exclusivity of the classes.
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Model M;

In our application,A, B and C cannot be considered exclusive éh In order to
propose a model following the DST, we have to study exclusiasses only. Hence,
in our application, we can consider a space of discernmetitreé exclusive classes
©={ANB°,BnA°,AnB} = {4, B’,C'}, following the notations given on the
figure 2.

Figure 2: Notation of the intersection of two classkandB.

Hence, we can propose a new mod#] given by:

if the expert saysi:
m(A'UC") = ca,
m(AUB UC") =1—ca,

if the expert says3:
m(B'UC) =¢g, (20)
m(A'UB'UC) =1-c¢g,

if the expert say§’:
m(C') = pa.ca +pp.ca,
m(AUB'UC")=1— (pa.ca + pp.cp).

Note thatA’ U B’ U ¢’ = A U B. On our numerical example we obtain:

Auc | Buc | Cc | AuB Ul
my 0.6 0 0 0.4
mo 0 0 0.5 0.5

Hence, the conjunctive consensus rule, the credibilitypausibility and the pig-
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nistic probability are given by:

element mio | bel | pl | betP
) 0 0 0 —

A= AN B¢ 0 0 | 0.5(0.2167

B’ = BN A° 0 0 | 0.2]0.0667

AUB =(ANnB)U(BNA) | 0 0 |0.5]0.2833

C'"=ANB 0.5 05| 1 |0.7167

AUuC =A 0.3 [0.8] 1 |0.9333

B'UC' =B 0 05| 1 |0.7833
AUB'UC' =AUB 02| 1 1 1

where
mlg(C’) = mlg(A n B) =0.2+03=0.5. (21)

On this example, with this mod&l/; the decision will bed with the maximum of
pignistic probability. But the decision coul priori be taken also 0@’ = AN B
becausen;»(C’) is the highest. We show however in the discussion sectidritti&a
not possible.

MOde|M4

In the context of the DSmT, we can writ¢ = A N B and easily propose a fourth
model M, without any consideration on the exclusivity of the clasggven by:

if the expert saysi:
{ m(A) = ca,

m(AUB):l—cA,

if the expert say$3:

{ m(B) = ¢, (22)
m(AUB) = 1—CB,

if the expert saysi N B:
m(ANDB) =pa.ca +pp-ca,
m(AUB)=1— (pa.ca +pp-cp).

This last modelM/, allows to represent our problem without adding an artificlaks
C. Thus, the modelM, based on the DSmT gives:

A|B|ANnB|AUB
my | 06| 0 0 0.4
mg | 0O |0 0.5 0.5
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The obtained mas® > with the conjunctive consensus yields:

mi2(A) = 0.30,
mlg(B) = 0,
mi2(ANB) =mi(A)ma(ANB) +mi(AU B)ma(AN B) (23)

=0.30+0.20 = 0.5,
mlg(A @] B) = 0.20.

These results are exactly the same for the mddgl These two models do not
present ambiguity and show that the massian B (rock and sand) is the highest.

The generalized credibility, the generalized plausip#ihd the generalized pignis-
tic probability are given by:

element | mio | Bel | P1 | GPT

0 0 0 0 —
A 03 ]08]| 1 |0.9333
B 0 |0.5]0.7]0.7833

ANB | 05 | 05| 1 |0.7167
AUB | 02| 1 1 1

Like the modelM3, on this example, the decision will bé with the maximum
of pignistic probability criteria. But here also the maximuwf m5 is reached for
ANB=C".

If we want to consider only the kind of possible sedimettnd B and not also the
conjunctions, we can use a proportional conflict redistiilourules such as the PCR5
proposed in [13]. Consequently we have= 0.3.(0.5/0.3) = 0.5 andy = 0, and the
PCRS5 rule provides:

mpCR5(A) =0.30+ 0.5 = 0.8,
mpcrs(B) =0, (24)
TTLPCR5(A U B) = 0.20.

The credibility, the plausibility and the pignistic proliily are given by:

element | mpcogs | bel | pl | betP

0 0 0] o0 —
A 0.8 [08] 1] 09
B 0 0 [02] 01

AUB 0.2 1 1 1

On this numerical example, the decision will be the same thaiwonsensus rule, here
the maximum of pignistic probability is reached fdr(rock). In the next section we
see that is not always the case.
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Model M5

Another modelM/5 which can be used in both the DST and the DSmT is given consid-
ering only one belief function according to the proportign b

m(A) =pa.ca,
m(B) =pp.cg, (25)
m(AUB) =1~ (pa.ca+pp-cp)

If for one expert, the tile contains onlt, p4 = 1, andm(B) = 0. If for another
expert, the tile containd and B, we take into account the certainty and proportion of
the two sediments but not only on one focal element. Conselyuere have simply:

A| B|AUB
my | 06| 0 0.4
mye | 0302 0.5

In the DST context, the consensus rule, the credibility, grasibility and the
pignistic probability are given by:

element | m1s | bel pl betP
0 0.12] 0 0 —

A 0.6 | 0.6 | 0.8 | 0.7955

B 0.08 | 0.08 | 0.28 | 0.2045
AUB 0.2 | 0.88 | 0.88 1

In this case we do not have the plausibility to decidedon B, because the conflict is
on{.

In the DSmT context, the consensus rule, the generalizetibiity, the general-
ized plausibility and the generalized pignistic probapitire given by:

element | mio | Bel | Pl GPT

0 0 0 0 —

A 0.6 | 0.72 ] 0.92 | 0.8933

B 0.08| 0.2 | 0.4 |0.6333

ANB |012]0.12| 1 |0.5267
AUB 0.2 1 1 1

The decision with the maximum of pignistic probability eriia is still A.
The PCRS5 rule provides:

element | mpcrs | bel pl | betP

0 0 0 0 —
A 0.69 |0.690.89| 0.79
B 0.11 |0.11]0.31] 0.21

AUB 0.2 1 1 1
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where

mpens(A) = 0.60 + 0.09 = 0.69,
mPCR5(B) =0.08+0.03 =0.11.

With this model and example the PCR5 rule, the decision wlblsoA, and we do
not have difference between the consensus rules in the DEDEmT.

2 Discussion

We have build, in the previous section, the models, Ms, M3, My, and M5 in the
DSmT case in order to take into account the decision corieglatsoA N B (“there
is rock and sand on the tile”). In fact only thé; and M, models can do it. Model
M, can do it only if both experts say N B. These two models assume théat B
and A N B are exclusive. Of course this assumption is false. For theéetsd/s, M,
and M5, we have to take the decision on the credibilities, plalig#gs or pignistic
probabilities, but these three functions férn B cannot be higher thad or B (or
for C’ than A’ U C” and B’ U C’ with the notations of the modél/s). Indeed for all
x€ANDB,z € Aandx € B,soforallX CY:

bel(X) < bel(Y),
pl(X) < pl(Y),
betP(X) < betP(Y),
Bel(X) < Bel(Y),
PI(X) < PL(Y),
GPT(X) < GPT(Y).

Hence, our first problem is not solved: we can never chobseB with the max-
imum of credibility, plausibility or pignistic probabiiit If the two experts think that
the considered tile contains rock and sadd B), then the pignistic probabilities are
equal. However the belief aA N B can be the highest (see the example on the models
M5 andM,). The limits of the decision rules are reached in this case.

We have seen that we can describe our problem both in the D&ThanDSmT
context. The DSmT is more adapted to modelize the belied onB for example with
the modelMy, but modeli/; with the DST can provide exactly the same beliefAn
B andA N B. Consequently, the only difference we can expect on thesibectomes
from the combination rules. In the presented numerical @@nthe decisions are the
same: we choosd.

An example of decision instability

Take another example with this last modd}: The first expert providesy4 = 0.5,
pg = 0.5, c4 = 0.6 andcg = 0.4, and the second expert providesy = 0.5,
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pe = 0.5, c4 = 0.86 andcp = 1. We want take a decision only ohor B. Hence we
have:

A | B|AUB
my | 03 02| 0.5
mo | 043 | 0.5 | 0.07

For M5 on the DST context:

element | mys bel pl betP
0 0.236 0 0 —
A 0.365 | 0.365 | 0.4 | 0.5007
B 0.364 | 0.364 | 0.399 | 0.4993
AUB |0.035 | 0.764 | 0.764 1

M with PCR5 gives (with the partial conflicts:; = 0.0562, y; = 0.0937, zo =
0.0587 andyz = 0.0937):

element | mpcrs bel pl betP
[ 0 0 0 —
A 0.479948 | 0.479 | 0.5149 | 0.4974
B 0.485052 | 0.485 | 0.5202 | 0.5026
AUB 0.035 1 1 1

This last example shows that we have a difference betwedd$hHeand the DSmT, but
what is the best solution? With the DST we chogsand with the DSmT we choose
B. We can show that the decision will be the same in the mostefctse (about
99.4%).

Stability of decision process

The space where experts can define their opinions on whidhsses are present in a
given tile is a part of0, 1]™: £ = [0,1]" N (Z m(X) < 1). In order to study the

Xe®
different combination rules, and the situations where ttiéfgr, we use a Monte Carlo

method, considering the weights,, ca, ps, ¢B, -.., as uniform variables, filtering
them by the conditionz pxcx < 1for one expert.

Xeo
Thus, we measure the proportion of situations where detidifiers between

the consensus combination rule, and the PCR5, where casfiiwbportionally dis-
tributed.

We can not choosd N B, as the measure of N B is always lower (or equal with
probability 0) than the measure df or B. In the case of two classed, U B is the
ignorance, and is usually excluded (as it always maximisg&spl, betP, Bel, Pl and
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GPT). We restrict the possible choices to singletafisB, etc. Therefore, it is equiv-
alent to tag the tile by the most credible class (maximaltfd), the most plausible
(maximal forpl), the most probable (maximal fbetP) or the heaviest (maximal for
m), as the only focal elements are singletosand(.

The only situation where the total order induced by the nsssen singletons can

be modified is when the conflict is distributed on the singietas is the case in the
PCR5 method.

Thus, for two classes, the subspace where the decisionds™by consensus rule
is very similar to the subspace where the decision is “rogkthe PCR5 rule: only
0.6% of the volume differ. For a higher number of classes déasion obtained by

fusing the two experts’ opinions is much less stable:

number of classes 2 3 4 5 6 7
decision change | 0.6% | 5.5% | 9.1% | 12.1% | 14.6% | 16.4%

Therefore, the specificity of PCR5 appears mostly with mbenttwo classes,

and the different combination rules are nearly equivalédmtmdecision must be taken
within two possible classes.
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Figure 3: Density of conflict for (left) uniform random expe@and (right) data with
different decision between consensus and PCR5.

Left part of figure 3 shows the density of conflict withéinfor a number of classes
of 2, 3, 6 and 7. Right part shows how this distribution chanfjeve restricte to the
cases where the decision changes between consensus (d@dind PCR5 (plain
lines). Conflict is more important in this subspace, mostigause a low conflict usu-

ally means a clear decision: the measure on the best clafiefsvery different than
measure on the second best class.
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For the “two experts and two classes” case, it is difficulttaracterize analytically
the stability of the decision process. However, we can ga$ibw that ifm;(A) =
mo(B) or if mi(A) = my(B), the final decision does not depend on the chosen
combination rule.

3 [lllustration

Database

Our database contains 40 sonar images provided by the GES@@upe

d’Etudes Sous-Marines de I'Atlantique). These images vedtained with a Klein
5400 lateral sonar with a resolution of 20 to 30 cm in azimutti & cm in range. The
sea-bottom depth was between 15 m and 40 m.

Two experts have manually segmented these images givingirideof sediment
(rock, cobble, sand, silt, ripple (horizontal, verticaleaa45 degrees)), shadow or other
(typically ships) parts on images, helped by the manual segation interface pre-
sented in figure 4. All sediments are given with a certainigllésure, moderately sure
or not sure). Hence, every pixel of every image is labeledeéizgeither a certain type
of sediment or a shadow or other.

SEDIMENT CERTAINTY.
a

BORDER CERTAINTY
TR

[ Haseisiab Sus

TVG: Done
Despockin ot dorm

Iage s [18.48m.10029
Ve cohmngostion Left
Waie cohann sz 117

Figure 4: Manual Segmentation Interface.

Results

We noteA = rock, B = cobble,C = sand,D = silt, E = ripple, F' = shadow and
G = other, hence we have seven classes@ng {A, B,C,D, E, F,G}. We have
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Expert 2

Rock | Cobble | Ripple | Sand | Silt Shadow| Other

Rock - 12.87 2.72 4.42 3.91 6.41 0.22

— | Cobble | 5.59 - 0.85 | 18.44 | 3.85 0.04 0
% Ripple | 3.12 3.38 - 30.73 | 150.60 0.27 0.16
L% Sand | 9.50 | 43.39 | 4260 | - |524.33] 051 | 0.57
Silt 6.42 | 27.05 | 36.22 | 258.98 - 2.60 0.11
Shadow| 3.82 0.15 2.13 1.38 0.50 - 0.41
Other 0 0.20 0.10 0.35 0.31 0.14 -

Table 1: Matrix of conflict 10*) between the two experts.

applied the generalized mod#l; on tiles of size 3232 given by:

) = pa1.c1 + Paz.Ca + paz.cs, for rock,

pp1-c1 + PB2.ca + pps.c3, for cobble,

pci-c1 + poa.ca + pes.cs, forripple,

pp1-¢1 + pp2-c2 + pp3.cs, for sand,

pE1.c1 + PE2.c2 + prs.cs, for silt,

pr1.c1 + Pra2.ca + prs.cs, for shadow,

= Gl ¢1 + pae.c2 + pas.cs, for other,
m(A)—m(B)—m(C)—m(D)—m(E)— m(F)—m(G),

(26)

A
B)
C)
D)
E)
F)
G)
©)

wherec;, ¢, andcs are the weights associated to the certitude respectivelyre”,
“moderately sure” and “not sure”. The chosen weights are:her = 2/3, co =
1/2 andes = 1/3. Indeed we have to consider the cases when the same kind of
sediment (but with different certainties) is present ongheme tile. The proportion
of each sediment in the tile associated to these weightstednfor instance for:
pa1, pa2 andp a3. The table 1 gives the conflict matrix of the two experts. Weeno
that the most of conflict come from a difference of opiniorviletn sand and silt. For
instance, the expert 1 provides many tiles of sand when there® thinks that is silt
(conflict induced of 0.0524). This conflict is explained by ttifficulty for the experts
to differentiate sand and silt that differ with only the ingity. Part of conflict comes
also from the fact that ripples are hard to distinguish framdsor silt. Ripples, that is,
sand or silt in a special configuration, is sometimes diffitnusee on the images, and
the ripples are most of the time visible in a global zone wisaned or silt is present.
Cobbles also yield conflicts, especially with sand, silt emak: cobble is described by
some small rocks on sand or silt. The total conflict betweenwo experts is 0.1209.
Hence, our application does not present a large conflict.

We have applied the consensus rule and the PCR5 rule witimibiel. The de-
cision is given by the maximum of pignistic probability. Inost of the cases the
decisions taken by the two rules are the same. We note aaiifferonly on 0.4657%
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of the tiles. Indeed, we are in the seven classes case wighDat209 of conflict, the
simulation given on the figure 3 show that we have few charetetie decisions differ.

4 Conclusion

In this paper we have proposed five different models in ordeiake into account
two classical problems in uncertain image classificatiam {faining or evaluation):
the heterogeneity of the considered tiles and the certaihtiie experts. These five
models have been developed in the DST and DSmT contexts. dteeolyeneity of
the tile and the certainty of the expert can be easily takemadncount in the models.
However, if we want to have the plausibility of taking a démison such a tile (with a
conjunctionA N B) the usual decision functions (credibility, plausibilaynd pignistic
probability) are not sufficient: they cannot allow a suchisien. We can take the
decision ond N B only if we consider the belief function and if the model pries a
beliefonA N B.

We have also studied the decision according to the conflittathe combination
rules: conjunctive consensus rule and PCR5 rule. The dec{tiken with the maxi-
mum of the credibility, the plausibility or the pignisticgivability) is the same in most
of the cases. For two experts, more classes leads to moréctamitl to more cases
giving a different decision with the different rules.

We have also illustrated one of the proposed models on reat $mages classified
manually by two different experts. In this application th&at conflict between the two
experts is 0.1209 and we note a difference of decision only.4657% of the tiles.

We can easily generalize our models for three or more expadsise the general-
ized combination of the PCR5 given by the equation (7). Ofsethe conflict will be
higher and the difference in the decision must be studied.
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